A Genome-wide siRNA Screen Reveals Diverse Cellular Processes and Pathways that Mediate Genome Stability
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SUMMARY

Signaling pathways that respond to DNA damage are essential for the maintenance of genome stability and are linked to many diseases, including cancer. Here, a genome-wide siRNA screen was employed to identify additional genes involved in genome stabilization by monitoring phosphorylation of the histone variant H2AX, an early mark of DNA damage. We identified hundreds of genes whose downregulation led to elevated levels of H2AX phosphorylation (γH2AX) and revealed links to cellular complexes and to genes with unclassified functions. We demonstrate a widespread role for mRNA-processing factors in preventing DNA damage, which in some cases is caused by aberrant RNA-DNA structures. Furthermore, we connect increased γH2AX levels to the neurological disorder Charcot-Marie-Tooth (CMT) syndrome, and we find a role for several CMT proteins in the DNA-damage response. These data indicate that preservation of genome stability is mediated by a larger network of biological processes than previously appreciated.

INTRODUCTION

The ability of cells to maintain and regulate genome stability is critical for homeostasis, and defects in the maintenance of genome stability underlie a number of developmental disorders and human diseases, including cancer and premature aging (Aguilera and Gomez-Gonzalez, 2008; Kolodner et al., 2002; McKinnon and Caldecott, 2007; Rass et al., 2007). Genome instability can take the form of a variety of genetic alterations that range in complexity from point mutations to the loss or gain of whole chromosomes or gross chromosomal rearrangements (GCRs). Some of these alterations are a direct result of DNA damage and a failure to repair that damage in an error-free manner. Indeed, translocations, deletions, inversions, and duplications are all forms of GCRs that arise from the formation of DNA double-strand breaks (DSBs).

Cells have evolved elaborate mechanisms to respond to DNA damage, at the heart of which is a signaling pathway known as the DNA-damage checkpoint (Branzei and Foiani, 2007; Cimprich and Cortez, 2008; Harper and Elledge, 2007; Kolodner et al., 2002). This pathway coordinates many aspects of the DNA-damage response, including effectors that regulate the cell cycle, DNA repair, transcription, cellular senescence, and apoptosis. Central to the DNA-damage response and checkpoint are the phosphatidylinositol-kinase related protein kinases (PIKKs), ATM (ataxia telangiectasia mutated), and ATR (ATM and Rad3-related), which effectively sense DNA lesions caused by DNA damage and replication stress and respond in turn by activating downstream effectors and other kinases. Because the genome is under constant assault from endogenous and exogenous sources of stress, loss of the checkpoint or other components of the DNA-damage response leads to increased basal DNA damage and a loss of genome stability.

The DNA-damage response also serves as a barrier to cancer progression (Bartkova et al., 2005; Gorgoulis et al., 2005). For example, cell proliferation driven by oncogene activation creates replication stress and activates the DNA-damage checkpoint as a means of terminally arresting cellular growth through senescence (Bartkova et al., 2006; Di Micco et al., 2006). Similarly, the disruption of proteins involved in preventing rereplication also causes activation of the DNA-damage response (Saxena and Dutta, 2005). Thus, when the DNA-damage response itself is deregulated, oncogenes or tumor suppressors could become particularly problematic, driving tumor progression by promoting the loss of genomic integrity. These findings argue that a better understanding of the DNA-damage response and the events that lead to its activation is critical to understanding cancer initiation and progression.

Phosphorylation of the histone variant H2AX serves as an early mark of DNA damage (Fernandez-Capetillo et al., 2004; Stucki and Jackson, 2006). H2AX is phosphorylated at Ser-139 by the PIKKs, ATM, ATR, and DNA-PKcs (DNA-dependent protein kinase, catalytic subunit). The phospho-H2AX signal (also known as γH2AX) spreads throughout a 2 MB region on either side of the DSB, and it has multiple functions, acting to amplify and maintain the checkpoint as well as recruit downstream repair proteins. Modification of H2AX occurs primarily following DSB formation, although it may also occur during replication stress.
As such, it is indicative of the tumorigenic events that occur early in the progression of many cancer types and an early marker of genome instability. Indeed, H2AX phosphorylation is frequently observed in premalignant lesions (Bartkova et al., 2005; Gorgoulis et al., 2005).

Here, we performed a genome-wide siRNA screen in human cells using H2AX phosphorylation as a read-out to obtain a global understanding of the different molecular pathways that prevent genome instability and whose loss activates the checkpoint. Using an approach that integrates bioinformatics and functional analysis of our hits, we have uncovered a variety of additional genes and molecular networks that maintain genome stability. Our findings suggest that diverse mechanisms with little previous connection to the DNA-damage response are needed to maintain genome stability, and they link genome instability with a number of human diseases.

RESULTS AND DISCUSSION

The siRNA Screen

We carried out our siRNA screen in HeLa cells using the Thermo Fisher siGENOME Library. The library targets ~21,000 genes and was arrayed in pools of four individual siRNA duplexes per gene. Cells were stained with antibodies to γH2AX to measure DNA damage and with propidium iodide (PI) to determine cell-cycle distribution. Images were collected on a laser-scanning fluorimeter, allowing analysis of cell number and quantification of γH2AX intensity and DNA content on a single-cell basis. The screen was performed in duplicate, with a non-targeting siRNA pool as the negative control and a siRNA pool targeting the replication checkpoint kinase Chk1 as the positive control (Figures 1A and 1B). Pools were used at 25 nM total siRNA concentration to minimize off-target effects.

The data were normalized to account for plate-to-plate and day-to-day variations in the screen. Because there is a slight increase in γH2AX intensity with increasing DNA content (Mirzoeva and Petrini, 2003), we normalized the raw γH2AX intensity for each PI intensity. Finally, for each cell, we adjusted the observed γH2AX by subtracting the estimated γH2AX value obtained by linear regression for a given PI intensity. As a result of this data normalization, we obtained a single value per cell (Figure 1D, y axis) referred to as the z score (γH2AX+) was then calculated for each siRNA tested using an intensity threshold determined using the eight replicates of the negative and positive control cells from each plate (Figure 1C and Table S1 available online). Further details are provided in Supplemental Experimental Procedures (including Figures S1–S7). Duplicate measurements resulted in little variation with an average correlation coefficient between replicas of 0.66 ± 0.11 (mean ± SD) (Figure 1E). The overall Z’ factor calculated for the screen was 0.68 (Figure 1F), suggesting that our assay had a robust signal-to-noise ratio.

To assign significance to individual genes, we took into account the proportion of γH2AX+ cells and the reproducibility between duplicates. The negative controls from the multiple plates analyzed on a given day allowed us to control for the background γH2AX staining, as well as the variation observed within a single day. From these measurements, we calculated a p value for each well using a statistical method we developed (Table S2). Because the large number of statistical tests performed in genome-wide siRNA screens creates the potential for a large

Figure 1. siRNA Screen for Genes Suppressing H2AX Phosphorylation

(A and B) Images of (A) siControl- or (B) siChk1-transfected cells stained with anti-γH2AX antibodies and PI acquired on the Isocyte. (C) Scatter plot of the raw γH2AX and PI intensity for negative (siControl, blue) and positive (siChk, red) controls. Each dot represents the γH2AX intensity of a single cell as a function of PI intensity. The same cells from (C) shown after normalization. The dotted horizontal line reflects the adjusted γH2AX intensity cutoff used to designate a cell as γH2AX positive. The deviation between duplicates of the screen is shown by plotting the first replicate against the second for each siRNA tested. Individual colors indicate the day in which the siRNA pool was tested. The inset shows the histogram of correlation coefficients for all plates analyzed. (F) The Z’ factor for each plate.
number of false positives (Wollman and Stuurman, 2007), we also implemented a four-tier method to account for the degree of reproducibility between the replicates by defining two p value cutoffs using a false discovery rate (FDR) correction.

Genes in the most significant level (group 4, 581 genes) have a p value for both replicates lower than the FDR corrected level (p value < 0.0042). Genes in the next level (group 3, 206 genes) have p values that are significant at the FDR level for one replicate and that fall below the traditional level of p = 0.05 for the second replicate. Genes in the third level (group 2, 1451 genes) have a p value < 0.05 for only one replicate. Genes within these three levels also have a γH2AX signal that scored within the top 25% of the genome. We also created a final group containing those genes which have a strong, albeit statistically insignificant, signal, since the stringent statistical procedure we used is likely to omit true biological hits. This group includes all genes not included in other groups with an average γH2AX signal in the top 5% of the genome (group 1, 164 genes).

**Bioinformatic Analysis**

To survey the spectrum of biological functions within our candidate genes, we utilized PANTHER (Protein Analysis through Evolutionary Relationships) (Thomas et al., 2003) on the genes found within our top significance group (group four), siRNA pools that caused extensive cell death (<400 cells at 72 hr, a value < 50% of the cells originally plated) (Table S3) were eliminated from this and subsequent analyses. The predominant categories of genes we found included those with roles in nucleoside, nucleotide, and nucleic acid metabolism, as might be expected for effectors of genome stability, protein metabolism/modification, and signal transduction, as well as many genes with unclassified functions (Figures 2A and 2B).

**Validation**

Next, we chose ~350 genes to validate using multiple individual siRNAs (deconvolution) (Table S5). The genes were chosen based on our significance analysis, relevant literature information, and/or functional categorization. Additionally, we selected a few siRNA targets with borderline γH2AX signals that were of biological interest or that functioned in pathways, processes, or complexes found among the genes deemed significant. Several genes known to cause an increase in γH2AX upon...
knockdown, such as TopBP1 and ATR, had low signals, suggesting that use of a low concentration of pooled siRNA (25 nM) may have led to incomplete knockdown, resulting in false negatives (Cimprich and Cortez, 2008). Therefore, we rationalized that further exploration of genes displaying lower levels of γH2AX could also reveal true hits.

For the chosen genes, the four individual siRNAs comprising the original screening pool were individually tested at 25 nM using the same platform as the primary screen. A cell was considered positive if its γH2AX intensity was greater than a linear intensity threshold set approximately three times the mean γH2AX intensity observed in siControl-treated cells (Figure 3A). After applying the threshold, the median percentage of γH2AX+ cells was calculated from all siControl wells tested (1.6%), and siRNAs that displayed a value at least two standard deviations greater than the control value were considered positives (≥3%). This analysis revealed that 94% of the genes retested scored positive with at least one siRNA, while 68% (231 genes) scored positive with two or more siRNAs (Figure 3B). The majority of genes in the top two significance groups retested with multiple siRNAs (Figure 3C).

Of the genes that scored positive when targeted by multiple siRNAs, those causing the largest increase in γH2AX+ cells were primarily proteins involved in DNA replication or checkpoint signaling (Figure 3D). Both of these processes are known to have roles in preserving genomic stability, adding confidence to our validated data set (Aguilera and Gomez-Gonzalez, 2008; Kolodner et al., 2002). Other genes that scored with multiple siRNAs included proteins involved in a broad spectrum of functions including cell-cycle control, DNA binding, ion flux, gene regulation, and RNA processing (Table 1 and Table S5).

Network Analysis
To determine if we had identified and validated groups of genes that were common to previously characterized pathways or complexes, we used the statistically significant functional categories (Figure 2C and Table S4) identified from the genes in group 4 of the original screen to define networks of interacting proteins. Once a network of interacting proteins had been defined, we mapped our list of deconvoluted genes, as well as genes found within significance groups 3, 2, or 1, onto these networks. Several interaction modules were identified encompassing expected pathways and those that had not been previously linked to genome maintenance (Figure 4; Figure S6; and Table S6).

DNA Replication, Checkpoint, and Repair Modules
As we expected, our screen identified genes involved in DNA replication and checkpoint activation (Figure 4). Among the genes we found to be involved in these processes are several components of the replication machinery, including the replication factor C (RFC) complex, the single-strand DNA binding protein, replication protein A (RPA), the DNA primase-DNA polymerase alpha complex, and MCM10, a minichromosome maintenance protein. We also identified Timeless and Tipin, a complex of two proteins needed to activate the replication checkpoint (Kondratov and Antoch, 2007), as well as Set8, a histone methyltransferase needed for DNA replication (Jorgensen et al., 2007; Tardat et al., 2007). Other checkpoint proteins identified that play a role in S phase progression include Chk1, Claspin, TopBP1, and Dbf4, a regulator of the Cdc7 kinase.

Many DNA repair proteins were also well represented among our hits, including components of homologous recombination (HR) and nucleotide excision repair (NER) processes (Figure 4). The HR portion of the module contains many proteins from the BRCA/Fanconi anemia (FA) pathway, which is required for double-strand-break and crosslink repair. These proteins
include the BRCA1-interacting protein, BRIP1(FANCJ), the BRCA2(FANCD1)-interacting protein C11orf30/EMSY, and the additional FA components FANCM, FANCI, FANCQ, FANCA. Components of the ATR checkpoint, TopBP1, Claspin, and Chk1, which regulate the FA/BRCA pathway, are also linked to this module. The NER portion of this module includes excision repair cross-complementation group 6 (ERCC6/CSB), an ERCC6 and Xeroderma Pigmentosa A binding protein (XAB2), the interacting nucleases ERCC4 and ERCC1, and GTF2H1, a component of TFIIH. Altogether, the significant representation of replication, checkpoint, and repair genes among our validated hits provides confidence in our screening data.

## mRNA Processing Module
Interestingly, the most significantly enriched interaction network contains proteins involved in mRNA processing. These hits are involved in different stages of mRNA processing, including RNA splicing, spliceosome assembly, mRNA surveillance, and mRNA export, with the majority having roles in RNA splicing (Figure 4; Table S7). Recent studies have linked some mRNA processing genes to genome maintenance both in yeast and
mammals (Aguilera and Gomez-Gonzalez, 2008; Li and Manley, 2006). Based on these and a limited number of additional observations, we expected to identify a few mRNA processing proteins within our screen (Azzalin and Lingner, 2006; Brumbaugh et al., 2004; Hossain et al., 2007; Li and Manley, 2005; Mouren et al., 2005; Xiao et al., 2007). Strikingly, however, our
studies revealed that mRNA processing is involved in preserving genomic integrity on a much broader scale.

**Charcot-Marie-Tooth Disease Module**

Genes involved in Charcot-Marie-Tooth disease (CMT) were also statistically enriched within our most stringent gene set, and although the γH2AX signal was relatively low for this category of genes, we confirmed many of these hits through deconvolution (Table S8). CMT is a clinically and genetically heterogeneous set of disorders of a relatively high prevalence that cause demyelinating and axonal neuropathies (Berger et al., 2002; Szigi et al. and Lupski, 2009). Among the genes we found are peripheral myelin protein (PMP22), whose mutation or altered gene dosage accounts for nearly 70% of cases of hereditary neuropathies; gap junction protein beta 1 (GJB1), another commonly mutated gene in CMT patients; early growth response protein 2 (EGR2), a transcription factor that regulates the expression of myelin proteins including PMP22; SH3Tc2, a protein of unknown function with a putative SH3 domain and tetracopeptide repeats; myotubularin-related protein 2 (MTMR2), a phosphatidylinositol phosphatase, and its interacting protein CMT4B2/MTMR13 (Berger et al., 2002; Niemann et al., 2006; Szigi et al. and Lupski, 2009). Although there is no reported connection between CMT and genome instability, defects in the DNA-damage response have been linked to other neurodegenerative disorders (Ross et al., 2007).

**Additional Modules**

Our screen and significance analysis also identified several protein interaction networks with less defined links to H2AX phosphorylation that have yet to be extensively deconvoluted (Figure 4). One of these networks contains pericentric binding proteins including components of the kinetochore, centromere, and spindle assembly checkpoint. Defects in formation of the kinetochore or centromere could lead to defects in spindle assembly and the mitotic checkpoint. Thus, the increase in γH2AX could be caused by premature mitosis and chromosome breaks due to incomplete decatenation (Cleveland et al., 2003; Damelin and Bdestor, 2007). While additional work will be needed to validate this gene set, it is noteworthy that a screen for genes causing Rad52 foci in yeast also led to identification of several mitotic checkpoint genes (Alvaro et al., 2007).

Components of the nuclear pore comprised another interesting group of genes significantly enriched among our hits. This link is of particular interest in light of studies linking the nuclear pore complex (NPC) and components of the nuclear periphery to DNA repair and DNA-damage responses in several organisms (Davuluri et al., 2008; De Souza et al., 2006; Loeillet et al., 2005; Nagai et al., 2008; Palancade et al., 2007). Indeed, Nup107, a conserved component of the NPC among our hits, appears to regulate repair of DSBs in yeast (Nagai et al., 2008) where recruitment of telomeres and persistent breaks to the nuclear pore and nuclear periphery may suppress potentially dangerous chromosomal rearrangements and promote certain types of repair (Gartenberg, 2009). While it appears as if some types of DSBs have limited mobility within the nucleus of mammalian cells, specific types of DNA damage, such as unprotected telomeres, do exhibit increased mobility and may be able to undergo relocalization (Misteli and Soutoglou, 2009). Thus, while further studies are clearly required, our data are consistent with the idea that the NPC may have a role in DNA-damage processing in higher eukaryotes.

Other modules of genes identified by deconvolution include a group of proteins involved in circadian rhythms, several genes involved in Wnt signaling, and several components of the GABA receptor (Figure S8). Previous links between circadian rhythms and circadian rhythm proteins to cancer and tumor progression, and direct connections between proteins involved in circadian oscillations with the DNA-damage response, make this an interesting cluster (Chen-Goodspeed and Lee, 2007; Kondo and Antoch, 2007).

Interestingly, the Nup107-Nup160 complex and other components of the NPC appear to link several of the modules we identified (Figure S9). Nup107-Nup160, along with the interacting nucleoporins Seh1L and Elys/Mel-28, which were identified within the screen, interact with the kinetochore during mitosis (Loiolidice et al., 2004; Rasala et al., 2006). In addition, Elys interacts with the MCM2-7 helicase complex, and its loss sensitizes cells to replication stress (Davuluri et al., 2008; Gillespie et al., 2007). It is, therefore, tempting to speculate that some of the effects of NPC perturbations are due to problems with replication and the resolution or repair of stalled or collapsed forks, a hypothesis consistent with the model that the Nup84Nup107-Six5/8 complex resolves DNA damage at collapsed forks in yeast (Nagai et al., 2008). Finally, it is worth noting that NPC components also interact with several mRNA-processing proteins. It is clear that further work will be required to validate the many hypotheses that arise from these hits, but the extensive nature of this network and many interconnections between known mediators of genome stability and the additional modules we identified suggest the preservation of genome stability might be coordinated by a larger network of biological processes than previously appreciated.

**Network Characterization**

To further investigate how the genes identified in our screen led to increased H2AX phosphorylation and to test the idea that they mediate genome stability, we chose the RNA-processing and CMT-related genes for further characterization.

**mRNA Processing**

The mRNA processing cluster was the most significantly enriched group of genes to arise from our screen with 86 genes inducing significant H2AX phosphorylation (Table S7). While mRNA processing could affect genome stability indirectly by altering protein levels, recent studies have eluded to a more direct mechanism. In S. cerevisiae, when genes involved in mRNA processing are mutated, defects arise in the packaging of nascent mRNAs (Aquiera and Gomez-Gonzalez, 2008; Li and Manley, 2006). As a result, the nascent mRNA hybridizes with the transcribed strand (RNA-DNA hybrid), creating an R loop and causing elevated recombination. Furthermore, the genome instability arising from the disruption of cotranscriptional processes is suppressed upon removal of the RNA structures, suggesting that R loops formed by lack of proper mRNA processing are a direct source of genome instability. Similar events have also been observed in mammalian cells with loss of the splicing factor ASF/SF2 (Li and Manley, 2005).

To test whether the mRNA processing genes we identified were indeed causing DNA damage, we assessed the formation
of a distinct marker for DNA damage by analyzing 53BP1 foci for several of the factors that caused an increase in γH2AX (Figure 5A). Consistent with the idea that increased γH2AX is due to increased DNA damage, knockdown of most splicing factors caused an increase in cells with multiple 53BP1 foci (Figure 5B). To determine if the observed DNA damage may involve the cotranscriptional formation of R loops, we then created a cell line stably expressing RNaseH and analyzed γH2AX before and after expression (Figures 5C and 5D). This approach has been shown to prevent R loop formation in yeast and mammalian cells, and it reverses the increases in DSB formation and G2 arrest caused by knockdown of the splicing factor ASF/SF2 (Li and Manley, 2005, 2006). We found that expression of RNase H caused a slight increase in γH2AX for our control, suggesting that it may be generally toxic to cells. Despite this effect, H2AX phosphorylation was reduced in several of the samples (Figures 5C and 5D). These observations suggest that the cotranscriptional formation of R loops may be a broad source of...
genome instability, which is prevented by efficient mRNA processing.

How R loops might lead to genome instability is unclear. One possibility is that the displaced ssDNA is more susceptible to DNA damage, ultimately leading to DSB formation and recombination. Alternatively, disrupted mRNA splicing may create replication fork barriers via R loop formation or by preventing timely removal of the transcription machinery during replication. These structures could cause fork arrest and collapse or be subject to aberrant processing (Li and Manley, 2006). Indeed, interference between transcription and replication is a major source of replication stress, and studies show that H2AX is preferentially phosphorylated at gene-rich regions when genes suppressing R loop formation are lost (P. Pasero, personal communication). Whether the R loop formation caused by loss of our genes is causing genome instability specifically in S phase remains to be determined.

Not all of the effects of mRNA processing genes on H2AX phosphorylation were decreased by RNase H expression (Table S9), and why these genes, but not others, affect R loop formation is not yet apparent. Because R loop formation is thought to be suppressed by cotranscriptional packaging of the mRNA (Aguilera and Gomez-Gonzalez, 2008; Li and Manley, 2006), our observations may suggest the proteins we identified play crucial or early roles in this process. However, it is also quite likely there are additional and multiple mechanisms by which these genes affect genome stability.

To test the idea that some of these mRNA processing proteins might have other roles in the DNA-damage response, we analyzed activation of the G2/M checkpoint and homologous recombination upon knockdown of three genes: Cdc40/Prp17, a splicing factor linked to S phase progression in yeast; Skiip/Snw1, a transcriptional coactivator that also affects splicing; and Aqr, a putative RNA helicase related to Dna2 (Ben Yehuda et al., 1998; Folk et al., 2004; Sam et al., 1998). Interestingly, Cdc40 and Skiip showed a defect in activation of the checkpoint, while all three genes led to a decrease in homologous recombination, similar to that caused by loss of Rad51 (Figures 5E and 5F). This suggests the overall process is complex and that there may also be more direct roles for these RNA-processing genes in checkpoint and repair responses.

Charcot-Marie-Tooth Disease

To further investigate the link between Charcot-Marie-Tooth (CMT) genes and γH2AX phosphorylation, we selected several CMT genes for further study. Since the main roles of most CMT genes have been characterized in neurons, we reconfirmed the effects seen on H2AX phosphorylation in our original screen both in HeLa and U2OS cells with at least two siRNAs targeting each gene (Figure 6A and Tables S8 and S10). Knockdown was confirmed by Q-PCR. Analysis of γH2AX after knockdown of several CMT genes also revealed that its localization was nuclear and focal (Figure 6B), consistent with the idea that DNA damage is elevated when these genes are lost.

To better understand how these CMT genes might be affecting the DNA-damage response, we assessed the effect of their knockdown on cell survival after exposure to ionizing radiation or aphidicolin, which induces replicative stress (Figure 6C). Knockdown of several genes caused a dramatic cellular sensitivity to these treatments, suggesting CMT genes may be needed for DNA-damage processing. To further test this idea, we looked at homologous recombination efficiency after CMT gene knockdown by measuring the effect on the repair of a chromosomal double-strand break induced by the I-SceI nuclease (Figure 6D). Interestingly, we also observed defects in homologous recombination for several of the genes we tested. These findings strongly suggest the increase in H2AX phosphorylation observed in the original screen results from an increase in DNA damage. Further, they indicate that the CMT genes may play a role in the DNA-damage response.

Because the pathology of this disease has not previously been linked to DNA damage, we also asked if increased H2AX phosphorylation was observed in patients with CMT. To do so, we analyzed γH2AX in two fibroblast cell lines, one derived from a CMT patient with a mutation in GJB1 and another derived from an unaffected family member (Figure 6E). Importantly, we observed increased basal levels of γH2AX in the patient line as well as higher levels postdamage. Furthermore, we observed elevated levels of Chk1 phosphorylation following DNA damage in the patient lines, suggesting that checkpoint signaling is increased. Taken together, these results suggest the increased genomic instability resulting from the downregulation of these genes may be a common phenotype of the CMT disorder.

Other proteins involved in the DNA damage response have profound effects on neuronal development and function (Brooks et al., 2008; McKinnon and Caldecott, 2007; Rass et al., 2007). For example, ataxia, axonal neuropathy, progressive neurodegeneration, and myelinization defects are some of the characteristic features observed in individuals bearing mutations in crucial DNA-damage-response genes. Interestingly, most of the CMT genes we found to induce γH2AX cause demyelinating forms of CMT, suggesting there may be connections between DNA damage and myelination defects. Indeed, many of the CMT genes affecting γH2AX that we found include components of myelin, regulators of its production, and proteins involved in vesicle-mediated transport, a process that affects myelinization (Niemann et al., 2006). While further work will be required to understand the molecular links between the function of these genes, DNA damage accumulation, and pathogenesis of CMT, potential mechanisms may include improper membrane division in mitosis, altered nuclear structure affecting DNA replication/repair, or activation of the unfolded protein response.

Perspective

A proper response to DNA damage is critical for the maintenance of genome stability, and it serves as a key barrier to the prevention of cancer. The screen described in this study has led to the identification of several hundred genes that, when lost, induce the phosphorylation of H2AX, a robust and reliable marker for DNA damage. We expect there is a strong likelihood of identifying genes with functions in the DNA-damage response pathway among these hits, as both CMT and splicing genes exhibited either DNA repair or checkpoint defects. This is the first DNA-damage response screen of its kind that has been reported in higher eukaryotes, and the results provide further insight into processes that prevent the formation and accumulation of DNA damage. Indeed, many of the genes and processes identified...
have not been previously linked to the formation of DNA damage, suggesting the events that contribute to genome instability may be more widespread than previously realized.

A number of the genes we identified exhibited a relatively high level of H2AX phosphorylation when knocked down, particularly those known to be involved in DNA replication and DNA-damage responses. The genes involved in RNA splicing also caused a high level of H2AX phosphorylation. However, several hundred genes consistently led to low, but reproducible and significant, levels of phosphorylation when targeted. Thus, while the high effectors are of obvious importance, those causing low levels of H2AX seem more likely to cause cell death or senescence. In this respect, it is interesting that the level of genome instability linked to the CMT genes is relatively low.

For a majority of the genes identified in our screen, it seems likely the increase in γH2AX observed is due to increased spontaneous DNA damage. However, spontaneous or unrepaired DNA damage may not be the only reason for increased γH2AX. For example, H2AX phosphorylation could result from loss of the phosphatases that dephosphorylate γH2AX. Indeed, we did identify subunits of the PP2A and PP4 phosphatase complexes (Chowdhury et al., 2005, 2008; Nakada et al., 2008). Some of the genes identified may also cause an increase in γH2AX via apoptosis; however, this category was largely eliminated by removing genes that caused overt and widespread cell death, as well as by setting nuclear area parameters to eliminate the identification of nuclear fragments.

Other screens assessing different aspects of the DNA-damage response have been carried out in various organisms. For example, the formation of Rad52 foci was examined in Saccharomyces cerevisiae (Alvaro et al., 2007), and several screens were also carried out in Caenorhabditis elegans to identify genes affecting radiation sensitivity (van Haften et al., 2004, 2006). Of the genes identified in these screens, many were also found in our data set suggesting that some of the properties measured by previous screens may be linked to increased γH2AX (Table S11). A proteomic analysis designed to identify γH2AX (Chowdhury et al., 2005, 2008; Nakada et al., 2008). Some of the genes identified may also cause an increase in γH2AX via apoptosis; however, this category was largely eliminated by removing genes that caused overt and widespread cell death, as well as by setting nuclear area parameters to eliminate the identification of nuclear fragments.

Figure 6. Loss of Charcot-Marie-Tooth Disease Genes Leads to Increased DNA Damage and Repair Defects

(A) Percentage of γH2AX+ cells after knockdown of the indicated genes. Duplicate bars indicate effects of individual siRNAs tested.

(B) Images of γH2AX signal 72 hr after knockdown of the indicated gene. Aphidicolin (400 nM) was added for the final 24 hr. Within the merged panel, nuclear staining is represented in red and γH2AX is represented in green after pseudocoloring the images. Scale bar, 50 µm.

(C) Sensitivity to aphidicolin (100 nM) or IR treatment (2 Gy). Samples were corrected for the effect of the indicated siRNA on growth rate and then normalized to the siLuciferase-transfected sample. Details can be found in Supplemental Experimental Procedures.

(D) HR repair frequency at an induced double-strand break after knockdown of the indicated gene. Samples were normalized to the HR frequency in the siLuciferase-transfected cells.

(E) p-Chk1 and γH2AX response in GJB1 patient cell lines. Samples were collected 24 hr after drug addition. BrdU plots indicate there is no significant difference in the cell-cycle distribution of the mock-treated cells.

All graphs shown are mean ± SE for n = 3.
the targets of the DNA-damage protein kinases has also been carried out using mammalian cells (Matsuoka et al., 2007). Although this approach is orthogonal to ours, we found significant overlap in the genes and pathways identified by this method and our data set (110 genes, \( p = 1.5 \times 10^{-5} \) (Table S11). Interestingly, beyond specific gene overlap between screens, greater commonality was observed between the biological processes and pathways found, suggesting that while individual hits may vary from screen to screen, the enriched pathways observed may provide greater biological insight. For example, mRNA-processing genes were also enriched in this protemic analysis. Nevertheless, the majority of genes found in all studies were not found in the other, and we identified many additional genes and pathways of diverse function not previously linked to the DNA-damage response. This indicates that our knowledge of this process is still incomplete and that the screens are not yet saturating. Further, it suggests that a systems biology approach utilizing many genomic data sets could ultimately prove useful in understanding the mechanisms underlying genomic stability.

Altogether, the results of our study indicate the pathways and processes affecting genome stability are much broader than anticipated, and our data provide links between the maintenance of genome stability and the kinetochore, the nuclear pore, mRNA processing, and Charcot-Marie-Tooth disease. We expect there will be important roles for these genes and pathways in the DNA-damage response, cancer, neurodegeneration, aging, and other human diseases, and the nature of these links will be of great interest for future study.

**EXPERIMENTAL PROCEDURES**

**siRNA Screen**

The siRNA screen was performed using the siARRAY human genome siRNA library from ThermoFisher Scientific. HeLa cells were reverse-transfected using Dharmafect 1 transfection reagent. After 72 hr, the cells were fixed and stained with phospho-H2AX antibody (Cell Signaling Cat. No. 2577) and propidium iodide. Cells were imaged on the IsoCyte (MDS Analytical Technology) laser-scanning platform at 10 \( \times 10 \, \mu m^2 \) sampling. The total fluorescence intensity of each cell was calculated for both channels by integrating the pixel values associated with the cell and subtracting the average background intensity of the well. Additional details can be found in Supplemental Data.

**Data Analysis and Statistical Analysis**

Genome data were analyzed and normalized to account for two sources of variability in the data: per-plate and per-day analysis. A statistical analysis was carried out to estimate the significance of a given result. A detailed procedure is provided in Supplemental Data.

**Enrichment Analysis and Bioinformatics**

Functional classification was determined using PANTHER, Ingenuity pathway analysis (IPA), and DAVID on those genes whose \( \gamma \)-H2AX signal scored with the \( \gamma \)-H2AX signal scored with the highest significance (group 4). Statistically enriched categories were then put into IPA software for protein-protein interaction network identification. Gene functions in tables and text were assigned using resources from the above programs and the Biobase Knowledge Library (www.biobase.de). Additional details can be found in Supplemental Data.

**SUPPLEMENTAL DATA**

Supplemental Data include Supplemental Experimental Procedures, Nine Figures, and 11 tables and can be found with this article online at http://www.cell.com/molecular-cell/supplemental/S1097-2765(09)00459-6.
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